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From yesterday

Below is the contingency table of the two variables ‘cut‘ and
‘color‘ in the diamonds dataset from yesterday.
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From yesterday

Calculate the proportion of diamonds that have
‘cut‘ Fair and ‘color‘ E

Mathematically, we write

P (cut = Fair, color = E) =
224

53940
= 0.004
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From yesterday

Calculate the proportion of diamonds that have
‘cut‘ Good and ‘color‘ E

Mathematically, we write

P (cut = Good, color = E) =
933

53940
= 0.017
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From yesterday

Calculate the proportion of diamonds that have
‘cut‘ Very Good and ‘color‘ F

Mathematically, we write

P (cut = Very Good, color = F) =
2164

53940
= 0.04
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Joint distribution

If move the red box around over all possible entries in the table,
we get the joint distribution of the ‘cut‘ and ‘color‘ variables.

Mathematically, for all possible combination of levels of ‘cut‘ and
‘color‘, compute

P (cut = Very Good, color = F)

P (cut = Good, color = D)

P (cut = Fair, color = E)

...

In other words, when we compute the joint distribution, we are
really asking

What proportion of the data fall in each combination of levels of
the ‘cut‘ and ‘color‘ variables?
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From yesterday

Calculate the proportion of diamonds fall in
‘cut‘ Fair (aggregating across all values of ‘color‘)

Mathematically, we write

P (cut = Fair) =
1509

53940
= 0.028
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From yesterday

Calculate the proportion of diamonds fall in
‘cut‘ Very Good (aggregating across all values of ‘color‘)

Mathematically, we write

P (cut = Very Good) =
12082

53940
= 0.224
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Marginal distribution

If move the red box around over all possible columns in the
table, we get the marginal distribution of the ‘cut‘ variable.

Mathematically, for all possible levels of ‘cut‘, compute

P (cut = Very Good)

P (cut = Good)

P (cut = Fair)

...

In other words, when we compute the marginal distribution, we
are really asking

What proportion of the observational units fall into each level of
the ‘cut‘ variable (aggregating across all values of ‘color‘)?
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From yesterday

Among those cases where the diamonds have ‘cut‘ Fair ,
calculate the proportion of diamonds that have ‘color‘ E

Mathematically, we write

P (color = E | cut = Fair) =
224

1509
= 0.148
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From yesterday

Among those cases where the diamonds have ‘cut‘ Fair ,
calculate the proportion of diamonds that have ‘color‘ F

Mathematically, we write

P (color = F | cut = Fair) =
312

1509
= 0.207
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Conditional distribution

If move the red box around, over all possible entries in the blue
column in the table, we get the conditional distribution of the
‘color‘ variable given that the diamonds have the ‘cut‘ Fair.

Mathematically, for all possible levels of ‘cut‘, compute

P (color = D | cut = Fair)

P (color = E | cut = Fair)

P (color = F | cut = Fair)

...

In other words, when we compute the conditional distribution
over the variable ‘cut‘ equals Fair, we are really asking

Among those cases where the ‘cut‘ is ’Fair’, what proportion of
the observational units fall in each level of the ‘color‘ variable?
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Independence of two categorical variables

Variables can be associated in many ways and to different
degrees. The best way to tell whether two variables are
associated is to ask whether they are not.

Independence (there’s no association between these variables)

Two variables are independent when the distribution of one does
not depend on the the other.
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Example: Barplot of Cut against Color

For each color, we construct a barplot that shows the
distribution of ‘Cut‘.

What did you notice?

13



Compare barplots

The barplots seem to be roughly the same for each color. It does
not seem like the distribution of Cut changes significantly
depending on the color; that is, it appears that the variables
‘Color‘ and ‘Cut‘ are independent.

Summary

1. for each level of variable A, construct a bar plot of variable
B using the data that fall into that level of A.

2. if the boxplots are roughly the same, we can expect that
two variables are independent.
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Example: Barplot of Cut against Color

For each color, we construct a barplot that shows the
distribution of ‘Cut‘.

What else did you notice?
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Compare conditional distribution

If the variables Cut and Color are independent, then the
distribution of Cut will not change if a diamond’s Color is
known. This could be written as

P (Cut | Color) = P (Cut)
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Summary of main ideas

1. Joint, marginal and conditional distribution

2. Independence of two categorical variables
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